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ABSTRACT           

In this paper, the reliable semi analytical homotopy perturbation method (HPM) is successfully 

applied to find out the approximate solution of generalized Kortweg-de Vries (KdV), K(2,2) and 

modified KdV equations that appears in fluid dynamics. This also shows the efficiency of the 

method. 
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1. Introduction 

In various field of science like physics, chemistry, biology and engineering problems are modeled by 

linear and non-linear differential equations and to solve these problems many analytical, numerical 

and perturbation method has been developed. One of them is homotopy perturbation method (HPM), 

it is an effective tool for solving linear and nonlinear differential equations. It is introduced and 

further devolved by Ji-Huan [1-4]. It is a semi analytical method which gives series solution with 

great accuracy. HPM is successfully applied to many ordinary or partial linear, non-linear differential 

equations to give analytical or approximate solutions [5-12]. 

In this paper HPM is used to solve the generalized KdV equation. The KdV equation was introduced 

by Dutch mathematician Diederik Korteweg and Gustav de Vries (1895). It is a mathematical model 

of waves on shallow water surface. the following equation. 

                                                 𝑢𝑡  −  3(𝑢2)𝑥  + 𝑢𝑥𝑥𝑥  =  0,                             (1.1) 

represents KdV equation which gives solitary wave solution. Solitons are non-linear solitary waves 

with infinite support that maintain its shape while it propagate with constant velocities and also these 

are considered as a solution of solitary non-linear partial differential equations. 

Now we are considering K(m,n) equation defined as 

                                                         𝑢𝑡  +  (𝑢𝑚)𝑥  +  (𝑢𝑛)𝑥𝑥𝑥  =  0,       𝑚, 𝑛 ≥  1                        (1.2) 
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This is a generalization of KdV equation, and it reduces to KdV equation by choosing m = 2,n = 1. 

The solution of K(m,n) equation gives compactons. Compactons are solitons with finite wave length 

or it is also defined as solitons with compact support. Now we are taking modified KdV equation 

also termed as Burger equation [15]. 

                                        𝑢𝑡  − 
1

2
(𝑢2)𝑥 −  𝑢𝑥𝑥  =  0,                                               (1.3) 

It appears in fluid dynamics and used to describe the structure of shock waves. Previously these 

equations are solved by many researchers using various techniques like inverse scattering method 

[13], tanh method [14], variational iteration method [15], homotopy analysis method [16], Adomian 

decomposition method [17], homotopy perturbation method [18]. Here in this paper, we have 

generalized all the equations and then used homotopy perturbation method to solve these equations 

then we have taken some special cases for particular values of θ. We get the given classical KdV’s 

equations by choosing 𝜃 =
𝜋

2
. 

2. Homotopy Perturbation Method (HPM) 

To describe the basic idea of this method considering equation as [1-4]: 

                                                     𝐴(𝑢) =  𝑓(𝑟),   𝑟 ∈  Ω                                                            (2.1) 

subject to the condition 

𝐵 (𝑢,
𝜕𝑢

𝜕𝑛
) = 0, 𝑟 ∈ Γ                                                              (2.2) 

where A is a general differential operator, B is a boundary operator, f(r) is a known analytic function, 

Γ is the boundary of the domain Ω and  denotes differentiation along the normal vector drawn 

outwards from Ω. The operator A can generally be divided into two parts M as linear and N as 

nonlinear part. Therefore, (2.1) can be rewritten as follows: 

                                                       𝑀(𝑢) +  𝑁(𝑢) =  𝑓(𝑟),                   𝑟 ∈  Ω.                                 (2.3) 

A homotopy v(r,p) : Ω × [0,1] →R is constructed in [1, 2] which satisfies 

                                  𝐻(𝑣, 𝑝)  =  (1 −  𝑝)[𝑀(𝑣)  −  𝑀(𝑢0)]  +  𝑝[𝐴(𝑣)  −  𝑓(𝑟)]  =  0,                 (2.4) 

which is equivalent to 

                        𝐻(𝑣, 𝑝)  =  𝑀(𝑣)  −  𝑀(𝑢0)  +  𝑝𝑀(𝑢0)  +  𝑝[𝑁(𝑣)  −  𝑓(𝑟)]  =  0,   (2.5) 

where p ∈ [0,1] is an embedding parameter, and u0 is an initial approximation of (2.3). We have         

     𝐻(𝑣, 0) =  𝑀(𝑣) −  𝑀(𝑢0) =  0,      𝐻(𝑣, 1)  =  𝐴(𝑣)  −  𝑓(𝑟)  =  0                               (2.6) 
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As p changes from 0 to 1, H(v,p) changes from M(v) − M(u0) to A(v) − f(r). This change in topology, 

called deformation and M(v)−M(u0) and A(v)−f(r) are called homotopic. According to the HPM, p is 

a small parameter, and the solution of (2.4) can be expressed as a series in p in the form 

      𝑣 =  𝑣0  +  𝑝𝑣1  +  𝑝2𝑣2  +  𝑝3𝑣3 + . ..              (2.7) 

when p → 1, (2.4) becomes given problem (2.1) and (2.7) becomes the approximate solution of (2.1), 

i.e.,  

𝑢 =  log𝑝→1 𝑣 = 𝑣0  +  𝑣1  +  𝑣2  +  𝑣3 + . ..                                                         (2.8) 

The convergence of the series in (2.8) is discussed in [1,2]. 

3. Generalized KdV Equations with HPM 

Prasad et.al. [19] introduced the generalized differential operator as 

                                     Δ𝑥
∗ = (

𝜕

𝜕𝑥
− 𝑖𝑥𝑐𝑜𝑡𝜃) ,      𝜃 ≠ 𝑛𝜋,      𝑛 ∈ ℤ                                         (3.1) 

also we have 

                                     Δ𝑥
∗2 = (

𝜕2

𝜕𝑥2 − 2𝑖𝑥𝑐𝑜𝑡𝜃
𝜕

𝜕𝑥
− (𝑖𝑐𝑜𝑡𝜃 + 𝑥2 cot2 𝜃)),                              (3.2)  

And 

Δ𝑥
∗3 = (

𝜕3

𝜕𝑥3 − 3𝑖𝑥𝑐𝑜𝑡𝜃
𝜕2

𝜕𝑥2 − 3(𝑖𝑐𝑜𝑡𝜃 + 𝑥2 cot2 𝜃)
𝜕

𝜕𝑥
− (3𝑥𝑐𝑜𝑡2𝜃 − 𝑖𝑥3 cot3 𝜃),             (3.3)                     

Example 3.1. Considering the generalized linear KdV equation with as 

          𝑢𝑡 − 3Δ𝑥
∗ 𝑢2 = 0,   − ∞ < 𝑥 < ∞,     𝑡 > 0,                          (3.4) 

subject to the initial condition 

 𝑢(𝑥, 0)  =  6𝑥.                         (3.5) 

To solve equation (3.4) by using HPM, we construct the following homotopy as 

(1 − 𝑝)[𝑣𝑡 − (𝑢0)𝑡] + 𝑝[𝑣𝑡 − 3Δ𝑥
∗ 𝑣2 + Δ𝑥

∗ 3𝑣 = 0] 

from above we have 

𝑣𝑡 + 𝑝 [−6𝑣
𝜕𝑣

𝜕𝑥
+ 3𝑖𝑥𝑣2𝑐𝑜𝑡𝜃 + Δ∗

𝑥
3𝑣] = 0             (3.6) 

Substituting (2.7) in (3.6) and equating like powers of p, we get 

𝑝0 :   
𝜕𝑣0

𝜕𝑡
= 0                (3.7) 
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                                                 𝑝1  ∶     
𝜕𝑣1

𝜕𝑡
− 6𝑣0

𝜕𝑣0

𝜕𝑥
+ 3𝑖𝑥𝑣0

2𝑐𝑜𝑡𝜃 + Δ∗
𝑥
3𝑣0 = 0                (3.8) 

𝑝2  ∶     
𝜕𝑣2

𝜕𝑡
− 6𝑣0

𝜕𝑣1

𝜕𝑥
+ 6𝑖𝑥𝑣0𝑣1𝑐𝑜𝑡𝜃 + Δ∗

𝑥
3𝑣0 = 0            (3.9) 

and so on. Now solving equation (3.7) using given initial condition, we get 

 (𝑣0)(𝑥, 𝑡)  =  6𝑥,            (3.10) 

Similarly, from (3.8), we have 

𝑣1(𝑥, 𝑡)  =  𝑡[216𝑥 +  36𝑥2 cot2 𝜃   +  𝑖(18𝑐𝑜𝑡𝜃 −  108𝑥3 𝑐𝑜𝑡𝜃 −  6𝑥4 cot3 𝜃 )]       (3.11) 

Now from (3.9) we can find v2 as, 

𝑣2(𝑥, 𝑡) = 
  𝑡2

2!
[15552𝑥 + 6930𝑥2 cot2 𝜃 + 630𝑥3𝑐𝑜𝑡4𝜃 − 𝑥6(108 cot4 𝜃 + 6 cot5 𝜃) +

𝑖(1944𝑐𝑜𝑡𝜃 + 630𝑥𝑐𝑜𝑡𝜃 − 15552𝑥3𝑐𝑜𝑡𝜃 − 2592𝑥4 cot3 𝜃 − 126𝑥5 cot5 𝜃)           (3.12) 

Similarly we can find v3,v4 and so on. The required solution is given as 

 𝑢(𝑥, 𝑦) =  𝑣0  +  𝑣1  + 𝑣2 + . ..            (3.13) 

Special case 1: When 𝜃 =
𝜋

4
, the required solution of KdV equation is given as:  

[𝑢(𝑥, 𝑡) =
6𝑥

1−36𝑡
+ 36𝑡𝑥2 +

𝑡2

2!
(6930𝑥2 + 630𝑥3 − 114𝑥6)] + 𝑖 [𝑡(18 − 108𝑥3 − 6𝑥4) +

𝑡2

2!
(1944 + 630𝑥 − 15552𝑥3 − 2592𝑥4 − 126𝑥5)]+… 

Special Case 2:When θ = (2n + 1)π/2, where n ∈Z, then (3.4) is reduced as 

𝑢𝑡  −  3(𝑢2)𝑥  +  𝑢𝑥𝑥𝑥  =  0, 

defined in [18] with initial condition (3.5), solution is given as 

                              (3.14) 

                                                      𝑢(𝑥, 𝑡) =
6𝑥

1−36𝑡
                              .                                     (3.15) 

Example 3.2. Now considering generalized K(2,2) equation as 

𝑢𝑡 + Δ∗
𝑥
2𝑢2 + Δ∗

𝑥
3𝑢2 = 0,    𝑥 ∈ ℝ,   𝑡 > 0                                     (3.16) 

With initial condition 

 𝑢(𝑥, 0) = 𝑥                                                                 (3.17) 

Proceeding as above constructing homotopy as  

                                          𝑣𝑡 + 𝑝[Δ𝑥
∗ 𝑣2 + Δ∗

𝑥
3𝑣2] = 0                                                      (3.18) 
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Substituting the value of v in (3.18) and rearranging equation based on powers of p, we get 

                                   𝑝0    ∶ (𝑣0)𝑡 = 0                                                                             (3.19) 

                                     𝑝1    ∶ (𝑣1)𝑡 + 2𝑣0
𝜕3𝑣0

𝜕𝑥3
+ 6 (

𝜕𝑣0

𝜕𝑥
− 𝑖𝑥𝑐𝑜𝑡𝜃𝑣0)

𝜕2𝑣0

𝜕𝑥2
+ (2 − 6(𝑖𝑐𝑜𝑡𝜃 +

                                                   𝑥2 cot2 𝜃))𝑣0
𝜕𝑣0

𝜕𝑥
− 6𝑖𝑥𝑐𝑜𝑡𝜃 (

𝜕𝑣0

𝜕𝑥
)

2

− (𝑖𝑥𝑐𝑜𝑡𝜃 + 3𝑥𝑐𝑜𝑡2𝜃 −

                                                   𝑖𝑥3 cot3 𝜃)𝑣0
2 = 0                                                        (3.20) 

                                        𝑝2    ∶ (𝑣2)𝑡 + 2𝑣0
𝜕3𝑣1

𝜕𝑥3
+ 2𝑣1

𝜕3𝑣0

𝜕𝑥3
+ 6 (

𝜕𝑣0

𝜕𝑥
− 𝑖𝑥𝑐𝑜𝑡𝜃𝑣0)

𝜕2𝑣1

𝜕𝑥2
+

                                                   6 (
𝜕𝑣1

𝜕𝑥
− 𝑖𝑥𝑐𝑜𝑡𝜃𝑣1)

𝜕2𝑣0

𝜕𝑥2 + {(2 − 6(𝑖𝑐𝑜𝑡𝜃 +  𝑥2 cot2 𝜃))} ×

                                                    {𝑣0
𝜕𝑣1

𝜕𝑥
+ 𝑣1

𝜕𝑣0

𝜕𝑥
} − 12𝑖𝑥𝑐𝑜𝑡𝜃

𝜕𝑣0

𝜕𝑥

𝜕𝑣1

𝜕𝑥
− (𝑖𝑥𝑐𝑜𝑡𝜃 + 3𝑥𝑐𝑜𝑡2𝜃 −

                                                     𝑖𝑥3 cot3 𝜃)2𝑣0𝑣1 = 0                                                         (3.21) 

 

and so on. 

Now, solving (3.19), we get 

 

 𝑣0(𝑥, 𝑡) = 𝑥                                                            (3.22) 

Similarly, on solving (3.20), we have  

   𝑣1(𝑥, 𝑦) = 𝑡[−2𝑥 − 𝑥3(cot3 𝜃 − 3 cot2 𝜃) + 𝑖(12𝑥𝑐𝑜𝑡𝜃 + 𝑥3 cot3 𝜃 − 𝑥5𝑐𝑜𝑡𝜃)].    (3.23) 

Similarly we can find 𝑣2, 𝑣3 and so on. Required solution is given by  

𝑢(𝑥, 𝑦) =𝑣0 + 𝑣1 + 𝑣2 + ⋯ 

4. HPM For Solving the Generalized Kdv Equation  

Special case 1: When𝜃 =
𝜋

4
, the required solution of K(2,2) reduces to 

𝑢(𝑥, 𝑡) =
𝑥

1 + 2𝑡
+ 2𝑡𝑥3 + 𝑖[𝑡(12𝑥 + 𝑥3 − 𝑥5)] + ⋯ 

Special Case 2: When 𝜃 = (2𝑛 + 1)
𝜋

2
, 𝑛 ∈ ℤ we get the classical K(2,2) equation 

 𝑢𝑡  +  (𝑢2)𝑥  +  (𝑢2)𝑥𝑥𝑥  =  0,                     (3.24) 

defined in [18] with initial condition (3.17), solution is given as 

 𝑢(𝑥, 𝑡) =
𝑥

1+2𝑡
                     (3.25) 
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Example 3.3. Now considering the generalized modified KdV equation as 

                                      𝑢𝑡 +
1

2
Δ𝑥

∗ 𝑢2 − Δ∗
𝑥
2𝑢 = 0,   𝑥 ∈ ℝ, 𝑡 > 0.                                    (3.26) 

subject to the initial condition 

 𝑢(𝑥, 0)  =  𝑥.                      (3.27) 

Proceeding as above homotopy can be written as 

           𝑣𝑡 + 𝑝 [𝑣
𝜕𝑣

𝜕𝑥
−

𝑖

2
𝑣2𝑥𝑐𝑜𝑡𝜃 −

𝜕2𝑣

𝜕𝑥2 + 2𝑖𝑥𝑐𝑜𝑡𝜃
𝜕𝑣

𝜕𝑥
+ (𝑖𝑐𝑜𝑡𝜃 + 𝑥2 cot2 𝜃)𝑣] = 0        (3.28) 

substituting v and rearranging based on powers of p, we get 

                                    𝑝0    ∶ (𝑣0)𝑡 = 0                                                                              (3.29) 

                                       𝑝1    ∶ (𝑣1)𝑡 + 𝑣0
𝜕𝑣0

𝜕𝑥
−

𝑖

2
𝑣0

2𝑥𝑐𝑜𝑡𝜃 −
𝜕2𝑣0

𝜕𝑥2 + 2𝑖𝑥𝑐𝑜𝑡𝜃
𝜕𝑣0

𝜕𝑥
+

                                                   (𝑖𝑐𝑜𝑡𝜃 + 𝑥2 cot2 𝜃)𝑣0 = 0                                             (3.30) 

                                        𝑝2    ∶ (𝑣2)𝑡 + 𝑣0
𝜕𝑣1

𝜕𝑥
+ 𝑣1

𝜕𝑣0

𝜕𝑥
−

𝑖

2
𝑣0𝑣1𝑥𝑐𝑜𝑡𝜃 −

𝜕2𝑣1

𝜕𝑥2 + 2𝑖𝑥𝑐𝑜𝑡𝜃
𝜕𝑣1

𝜕𝑥
+

                                                   (𝑖𝑐𝑜𝑡𝜃 + 𝑥2 cot2 𝜃)𝑣1 = 0                                             (3.31) 

and so on. Now solving equation (3.29), we get 

𝑣0(𝑥, 𝑡) = 𝑥                                                            (3.32) 

Similarly, from (3.30), we have  

                                𝑣1(𝑥, 𝑡) = 𝑡[−𝑥 − 𝑥3 cot2 𝜃 + 𝑖(
1

2
𝑥3𝑐𝑜𝑡𝜃 − 3𝑥𝑐𝑜𝑡𝜃)],                   (3.33) 

from (3.31) 

                            𝑣2(𝑥, 𝑡) =
𝑡2

2!
[2𝑥 − 15𝑥𝑐𝑜𝑡2𝜃 +

23

2
𝑥3 cot2 𝜃 −

1

2
𝑥5 cot2 𝜃 +

                                                   𝑥5 cot4 𝜃 + 𝑖 (12𝑥𝑐𝑜𝑡𝜃 − 3𝑥3𝑐𝑜𝑡𝜃 + 9𝑥3 cot3 𝜃 −

                                                    
3

2
𝑥5 cot3 𝜃 + 𝑥3 cot5 𝜃)]                                                      (3.34) 

similarly, we can find v3,v4,... , thus we have required solution as 

𝑢(𝑥, 𝑦)  =  𝑣0  +  𝑣1  +  𝑣2 + . .. 

Special case 1: When 𝜃 =
𝜋

4
, the required solution of modified KdV equation is given as: 

𝑢(𝑥, 𝑡) = [
𝑥

1 + 𝑡
− 𝑥3𝑡 +

𝑡2

2!
(−15𝑥 +

23𝑥3

2
+

𝑥5

2
)] + 𝑖 [𝑡 (

𝑥3

2
− 3𝑥) +

𝑡2

2!
(12𝑥 + 7𝑥3 −

3𝑥5

2
)] + ⋯ 
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Special case 2: When 𝜃 = (2𝑛 + 1)
𝜋

2
, 𝑛 ∈ ℤ  equation (3.26) converts to modified KdV equation 

and with the given initial condition (3.27) solution is given as 

𝑢(𝑥, 𝑦) =
𝑥

1 + 𝑡
. 
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